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1. INTRODUCTION

This paper isan overview of an enormous undertaking, bothintermsof scdeandimplication. The“Brain
Builder Group” of ATR Labsin Kyoto, Japan, headed by Hugo de Garis, is currently working on two
highly related, but somewhat independent projects: the “CAM-Brain Project” and the “Robokoneko
Project”. The CAM-Brain Project isprimarily concerned with developing “evolvable hardware” capable
of “growing” and maintaining afunctioningartificia brain sufficiently powerful for redl-time applications.
On the other hand, the Robokoneko Project (“robokoneko” is Japanese for “robot kitten”) aims at
developing aphysicd kitten-like robot for the artificia brain to control. Since both are being pursued in
parald by the same group, for convenience, | will henceforth refer to them as though they were asingle
project unless an explicit distinction is being made.

Although the project is primarily centered at ATR, much of the hardware development has been
contracted out to acompany named “ Genobyte Inc.” (in Boulder, Colorado) under the supervision of
Michael Korkin. In addition, there are around 100 other researchers worldwide involved with various
tasks relating to Robokoneko and the CAM-Brain.

TheBrainBuilder Group hasbeenunderwayfor approximately 6 yearsanditsoriginaly stated god
was to have afunctioning artificia brain of 1 billion artificial neurons by the year 2001. Although the
atificid brain currently being developed will only have 40 million neurons, the Group is not far behind in

its projected time line. They still hope that their robotic kitten will be completed by 2001.




Projects of this scope obviously address issues in awide range of areas; section 2 provides a
summary of the various aspects of the project and their challenges, successes, and current states. Section
3 discusses some of theimplicit assumptions/ philosophical gpproaches taken by the researchers and the

merits and problems of the project. Finaly, section 4 concludes.

2. PROJECT OVERVIEW
Perhapsit would be best to begin with avisua representation of the areas that will be discussed and their

relationships as | see them.
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onewill be covered in detail. Most important for this discussion are the CAM-Brain Machine, and the

Evolution of Hardware and Behavior since these are the aspects most fundamental to topicsin Al.

2.1. THE CAM-BRAIN MACHINE
The Brain Builder Group defines “artificial brain” as “assemblages of tens of thousands (and higher

magnitudes) of evolved neurd net modules’ (de Gariset a. mg(@): 2). To build and house such abrain,




the Group developed the “CAM-Brain Machine” (CBM), a sophisticated piece of hardware built by
Genobyte Inc. and just recently completed in March, 1999.

“CAM” glands for Cdlular Automata Machine, so named because it is specificaly designed to
rgpidly updatecel lular automata(CAs) whichformthebasi c structure of theneura networksintheartificial
brain (seesection2.1.1.). Theorigina amwasto support an artificia brain of abillion neurons, oneorder
of magnitudefewer than the human brain. In actudity, the CBM fdls short of thisgod, but isstill capable
of implementing morethan 32,000 neura net modulesthat can each have morethan 1000 neurons. Thus,
atotal number of approximately 40 million neuronsis possible. To keep things in perspective, it is
important to remember that typical neura networks asthey have been implemented so far use only tensor
hundreds of neurons.

The primary consideration involved in the development of the CBM has been speed. For brain-
building to be plausible, tens of thousands of modules must be created within areasonable amount of time
and the completed brain must be updated fast enough to control arobot in red-time. In order to obtain
the speed required, two magjor architectura characteristics were implemented: 1) the CoDi 1-bit neural
network model (discussed in section 2.1.1.1) and 2) hardware instantiation of evolution and updating
(discussed below and in section 2.1.2).

The CBM conggts of 72 Xilinx XC6264 Field Programmable Gate Array (FPGA) chips. The
hardware details involved are far beyond the scope of this paper (de Garis, 1997 provides an excellent
overview) but bas caly the chipsare comprised of hundreds of thousands of |ogic gateswhaose connections
can be completdy “rewired” by using an dectromagnetic field that smultaneoudy reconfiguresthe entire

chip. Thisreconfiguration can take place within nanoseconds, literally making it possible to have an




entirely different computer architecture with each clock tick. Thisisenormoudy beneficia for Genetic
Algorithms (GAs) which are used to evolve the brain modules — the “chromosomes” of the module
population to be tested, the fitness function by which they are judged, and the processes of mutation and
crossover that produce more fit “off-gpring” can be performed entirely in the hardware. Consequently,
the process of evolution is performed at el ectronic speeds and arun of a population of 30-100 modules
for 200-600 generations takes around 1 second. By comparison, MIT’'s CAM-8 machine that was used
before the availability of the CBM takes up to 69 minutes to perform a similar run. It has also been
estimated that the CBM would be equivaent to 1,000-10,000 Pentium |1 400MHz computers performing
asimilar task.

Whenin use, the CBM hastwo primary “modes’: “Evolution Mode’ and “Run Mode’. Asone
might surmise, the process of evolution utilizesthe * Evolution Mode” and the“ Run Mode” is used when
thebrainisactudly functioning. The CBM doesnot stand a one; it runsin conjunctionwith ahost computer
(Pentium-11 450 Mhz). The host computer communicates with the CBM via a PCl connection that
provides a user interface and a few required software functions.

A summary of the technical specifications of the CBM is provided in figure 2.




Cellular Automata Update Rate (Max.) .....cooeviuiiniiiiniiniinieneenennnnns 152 hillion cells / sec

Cellular Automata Update Rate (min.) ....oovvveiiniinniiiniiiiiniiieennnnnnns 114 hillion cells / sec
Number of Supported Cellular Automata Cells (Max.) .....oovvuiiiieiiniiiiiiiiinnnnnnen. 453 million
Number of Supported Neurons (max., permodule) ......couveiiiiiiiiiiiiiiiiiiiineneennnns 1,152
Number of Supported Neurons (max., perbrain) .......coviiuiniiiiiiiiiiiiiiineneennnns 37,748,736
Number of Supported Neural Modules ........ccvueeiiiiiieiiiiiiiiiiiiiieneenrarncnnnns 32,768
Information Flow Rate, Neuronal Level (max.) ........coovviiiiiiiiiiiiiiieiinnnne. 13.5 GB / sec
Information Flow Rate, Dendrite Level (estimated average) ..........covvvviieiinnnnnt. 40.8 GB / sec
Information Flow Rate, Intermodular Level (max.) .......ccovviiiiiiiniiiiiiiiinnnnnnen. 74 MB / sec
Number of FPGA's ......cuiuiiiiiiiiiiiiiiiieeitetecaeeesesesassssosssassssosnsnssssons 72
Number of FPGA Reconfigurable Function Units .........ccouiiiiiiiiniiiiiininnennnnnns 1,179,648
Phenotype/Genotype Memory ......cuvueeiiiineeneerecneessesncacasens 1.18 Ghytes (16MB / FPGA)
Chromosome Length ........coouiuiiniiiiiiiiiiiiiiiiiiiiiiiiteitaitnsenceasanenns 91,008 bits
Power ConsumMpPHion . ....ouvueeieiiiineeeeeierneesessesnsassssosscnssssonnons 1 KWatt (5V, 200A)

(2). Technical Specifications of the CBM (de Garis et al. ms(a): 12)

2.1.1. CA NEURAL MODULES

As dtated above, an artificia braininthe CBM can have
more than 32,000 interconnected modules. They are
based on a 3D cdllular automata model of neural
networks and are implemented within a virtud
24*24* 24 cube of cdlls (13,824 cdlsindl). Figure3is

a visual representation of a single module; the dark

squares represent the neura structures, while white
(3). 3D CA Neural Module

space are unused cells. Note that this is a virtual
representation— physicaly inthe CBM, thiscell space used by asinglemodule existswithinall 72 of the
FPGA chips, each of which holds 192 cells. The chipsthemsalvesare arranged in a6* 4* 3 interconnected

array inthe CBM. Sinceall the chipsare used to hold the pattern of onemodule, itis therefore necessary




to reconfigure the entire machine for each module in order to complete an update of the entire brain.
Ameazingly, because of the pardle natureof thehardware (al 13,824 cdllsare updated smultaneoudy) and
becausethe chipshavea*dua-buffered” structure (allowing another moduleto beconfigured at the same
time the current moduleis being run), the CBM is efficient enough to compl ete the updating of al 32,000
modules 10-20 times per second.

Of course, asin ared brain, the modules must also be interconnected and capable of passing in
formation to and from each other. Each module can receive input from up to 188 other modules (or
externa stimulus from the robot), and send its output to up to all 32,768 modules (or external robot
controls).! These connections are virtual and signals are stored in separate “Module | nterconnection

Memory” between module updatesin the CBM.

2.1.1.1 CoDi-1 BiT NEURAL NETWORK MODEL
“CoDi-1Bit” isthenamegiventothe CA-based neura net model that isimplemented inthe CBM. “CoDi”
isshort for “ Collect and Digtribute’, reflecting the nature of its neural signals, and “1 Bit” representsthe
signal size. Such asmall signa size is uncommon for neural networks; indeed, the origina design
implemented an 8 bit sgna. However, it became clear that to take advantage of the processing speed
offered by the FPGA chips—i.e. evolution in hardware instead of software— amuch smpler modd was
required. Thus, al bit signal was dictated by hardware considerations.

There was some concern as to whether a 1 bit neural network model would be of sufficient

complexity to perform adequatdly. Toassesstheviahility of themodd, severd testswererun and modules

Mhereisno explicitly stated reason for these numbers; indeed, the number of stated inputs fluctuates
throughout the available documentation. 188 isthe most recent value asfar as| can tell.




capable of quitesophisticated functionswereevolved; an XOR modul e, atimer modul e, apattern detector,
aHubd-Wiesd LineMotion Detector, and aswitchabledud function moduleal performed excdlently (de
Gariset a. ms(b)).

It isimportant to notethat thismode of neural networks does not learn. Networks that perform
the desired function are devel oped soldy through GA evolution. When afit moduleisdiscovered, thetype
and orientation of each cdll isstored asa 91K chromosome so that it can be recalled later when the brain
is functioning in Run Mode.

Despiteitssgnd smplicity, the modd itself is quite entailed. The hand-crafted CA rules alone
number well into the thousands. The reader isreferred to Gers et d., 1997 for a detailed explanation of

the workings of CoDi-1 Bit networks.

2.1.1.2 SPIKE INTERVAL INFORMATION CODING (SIIC)
A magor issuein using asingle-bit neural network model is representation. Theinput and output to and
fromthe modulesare binary pulse streamsthat de Garisand histeam cdll “ spiketrains’. At each clock tick,
either al— a“spike’ — or a0 is produced (or input) but what those spikes actuadly mean in terms of
controlling a robot or recognizing motion etc. is not a smple matter.

Thereareseverd possiblemethodsof interpreting spiketrains. A typical frequency based approach
(i.e. parsing the Sgnasinto windows of “n” clock cycles) would cause an unacceptable reduction in
processing speed. Anided representation would interpret aninteger value at every cycle. “ Spikelnterva
Information Coding” (SI1C) is such arepresentation. The details of this encoding/decoding method are

extremely entailed and worthy of study intheir ownright, but essentidly, themethod usesastaticfilter (also




evolved usng GAS) to convert spiketrainsto and from analog signals. A complete account can be found

in Korkin et al, 1998.

2.1.2. EVOLVING HARDWARE

Therearetwo “phases’ in the CoDi 1-Bit mode: the “ Growth Phase’ (used to grow amodule) and the
“Neura Signading Phase’ (usedto propagatesigna sthroughan existingmodule). Theprocessof evolution
in the CBM makes use of both.

Each cdl can be blank or one of three types. neuron, axon, or dendrite. Since the network is
implemented in 3D space (24* 24* 24 clls), each cdll has 6 possible neighbors, neuron and dendrite cells
each havefive inputs and one output, axon cdlls are the opposite and have oneinput and five outputs. At
the start of the Growth Phase, the cell spaceisrandomly seeded with neurons. The neurons send “ growth
sgnas’ totheir neighborswhichinturn propagate other growth signa saccording to hand-coded CA rules.
Synapses are created when the growing trails intersect each other.

After the module has been grown, it entersthe Neurd Signaling Phase and itsoutput is evaluated
onhow well it performsthetargeted task. Fitnessevauationisaso completely ingantiated in ahardware
unit which consstsof theinput spiketrains, target spiketrains, and the evauator (al of which are humanly
designed and hand-coded). Attheend of the Sgnaling phase, the modul€ sfitnessisingtantly provided to
the Genetic Algorithm Unit.

Thesdlectionof thebest modul esis performedin softwareon thehost computer, but thegeneration

of offspring (by crossover and mutation) is performed in hardware in the CBM to take advantage of




electronic speeds. Typicdly, a suitable module will be evolved from a population of 30-100 modulesin

200-600 generations in about one second.

2.2. ROBOKONEKO

The primary interest of the Brain Building Group is to create brains — not robots. However, they
recognized that their brain would need to control something and they settled on a robotic kitten. The
Group quitefredly admitsthat the motivation of choosing thisparticular formwasto draw mediaattention.
If successful, the creation of acute, frisky robotic pet will bevivid proof of the efficacy of the CAM-Brain
Project and its capabilities will be gpparent to scholars and lay-persons dike.  The Robokoneko model

is depicted in figure 4.

(4). Robokoneko

2.2.1. Boby
At present, Robokoneko does not exist in a physica form; building the actual robot will depend on the
outcome of amulationsthat are currently being run. The Group does not want to incur the cost of ared

world robot (estimated to be in the tens of thousands of dollars) until certain obstacles have been




overcome. Namdy, the viability of evolving motion control isamgor issue (discussed below in section
2.2.2.1). However, the body has been designed and when the Group is ready, the robot’ s construction
will be contracted to Genobyte Inc., the company headed by Michael Korkin that built the CBM.
The projected weight of the kitten is about 3 kilos and its length, about 25 cms. Obviously,
Robokoneko is not “brains-on-board” snceitsbrain is containedin the CBM — it will be controlled via
radio. Thetorsoiscomprised of two parts joined with 2 degrees of freedom (DoF). The back legs have
1 DoF at the ankle and knee, and 2 DoF at the hip. The front legs have 1 DoF at the knee and 2 at the
hip. All 4 feet arespringloaded. It hasalso 3 DoF at the neck, 2 at thetail, and 1 at the mouth. All told,
therewill be more than 20 motorsin Robokoneko — one for each DoF at each position. Robokoneko's
sensesinclude asngle CCD camera eye, two microphone ears, a gyroscope, and various touch sensors
Additiondly, abattery pack, radio receiver and antenna, sound chip, and other control and sensory pre-
processing hardware (image digitization for example) will be on board. It is expected that Robokoneko
will be primarily made out of light-weight plastics and will be ableto function for about 20-30 minuteson
battery power. All of the necessary components to build the robot exist on the market today.
Although the real robot has not yet been created, Robokoneko has been simulated with a
sophisticated software package called “Working Model 3D” (WM3D) produced commercially by
Knowledge RevolutionInc. WM 3D dlowsthe user to not only design machines, but smulate materias,
forces, and working conditions. Some screen captures of the Robokoneko simulation in WM3D are

presented in figures5to 7.




(5) Robokoneko - Materials (6). Robokoneko - Interior (7). Robokoneko - Motors
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2.2.2. BEHAVIOR
Robokoneko will not begin with afull 32,000 module brain — amuch smaller set will be attempted first.
The Brain Building Group seems to be approaching the robot’ s control as 1 behavior = 1 neurd module,
athoughthedefinition of “behavior” hasnot beenexplicitly outlined. Some of the“behaviors’ they intend
to evolveinclude: walk straight, turn left, turn right, run straight, sit, jump, pounce, play withaball, strike
out with apaw, turn head to follow an object, meow (with various emotions), and show a short atention
gpan (Agahetd, ms). Clearly, here, “behavior” isbeing treated asa broad concept without discrete units
presumably “play with abal” would entail “strike out with apaw”, both of which are quite dramatically
different from “show a short attention span”.

However, despite this“fuzziness of definition”, modules evolved so far seem to be successful in
producing complicated sequencesof motor control (each of which might beconsidered severd * behaviors’
intheir ownright) inred-timesmulations. 1t seemsthat each moduleiscomplex enough to support agreat

ded of behavioral information.




2.2.2.1 EVOLVING BEHAVIOR

The evolution of the modules used for the robot’s
motion pose aunique problem that requires aviolation
of the philosophy of the project: i.e. they cannot rely on
hardware instantiated evolution to develop real world

behaviord control. The problemisspeed and accuracy;

if motion control was evolved mechanicaly, i.e. each

(8). Block Model of Robokoneko module was tested using areal robot, the performance
of each moduleevauated intheGA would haveto bejudged by ahuman observing therobot. Considering
that theevolution of afit module requires evaluations of gpproximately 60,000 other modules, it becomes
clear that the time neededto evolve an entire brain would render the project unfeasible. Inaddition, casua
human observation would not be able to distinguish the average 1% increase in fitness typically observed
between generations.

Thus, an interface between WM 3D and the CBM was devel oped (a software package called
“RobotStim” by Genobyte Inc.) so that modulescould be evolved using the smulated Robokoneko, with
the judtification that the results of the smulated evolution could be used as a starting point tofurther fine-
tunethebehavior of thereal robot. Unfortunately, because WM 3D runson aconventiona PC, it too does
not run fast enough for evolution using thefull Robokoneko model. Consequently, the group felt obliged
to use a simpler block model (shown in figure 8.), and to hand-encode the starting population’s
chromosomeswith approximatestarting valuesinorder tospeed upevol ution. Thejudtificationisthesame:
the fittest modules from the smulation of the smple model can be used as atarting point for the more

complexmodel. Thereforetheprocessof devel oping motion control moduleswill gothrough atotal of four




steps: human gpproximation of starting val ues, s mulation using the block-Robokoneko modd, smulation
using the full-Robokoneko model, and finaly, real world fine-tuning.

Asof thiswriting (March, 1999), motion modul eshave only been evolved at the block-modd level
soitremainsto beseenif thisgpproach will befeasible. Behaviorsthat have been developed sofar include
“walk”, “veer left”, “bow”, “arch back”, “breast stroke”, and “stretch”; the success of these modules

demonstrate the validity of at least the initial stages of the process.

3. DISCUSSION
Discussion of the Brain Building Project will bedivided into 3 sections: 1) the researcher’ s philosophica

approaches, 2) the project’ s merits, and 3) the project’ s drawbacks.

3.1. PHILOSOPHICAL APPROACHES OF THE BRAIN BUILDING GROUP

Embodiment

There has been astrong movement in thefield of Cognitive Science and Robotics towards what has been
dubbed “embodiment”; i.e. control systemsthat functionin therea world. (Thework of Rodney Brooks
(Brooks, 1997), oneof the principl€ sfirmest proponents, isagood example.) Clearly thisisthe approach
that has been taken a ATR from the beginning; they have always intended for their artificid brain to be

used for real-world, real-time applications.




Emergence

“Emergence’ isablanket term covering awidevariety of phenomenafrom the construction of insect nests
to human cognition. Inspirit, it meansthat S mplerulesand patternsononeleve, when dlowed to interact
in great numbers, will result in unpredictable and complex behaviors and patterns on a higher level.

The Robokoneko project relies on emergencein two areass— the use of cellular automata neurd
nets and the use of genetic algorithmsto evolve them. In most cases, the brain modules evolved in the
CBM begin with arandom state and are “grown” viaaset of rulesthat look at acdl and itsimmediate,
local environment to determine what changes will occur in the next time step. The result of these local
interactionsisastructure of neurona treesof such complexity that it isdifficult for humansto envison, let
alone design.

Of course, randomly generated CA networks are not likely to perform a specified task at al, let
adone adequately, hence the use of GAs. Similarly, smple rules (auser defined fitness function, random
processes of mating and mutation, and selection of the fittest) applied repeatedly over a substantial
population for severd generationsresult in an extremely effective search of “solution space’ producing a
good, if not perfect, network structure. Again, astructure that wouldbe nearly impossblefor ahumanto

design.

3.2. MERITS

By far the strongest evidence of the merit of the CAM-Brain Project iswhat they havethusfar produced.
The CBM itsdf — acomputer capable of evolving its own architecture— isamonumenta achievement
whose gpplications are only limited by our inability to conceive of such aradically different form of

computation. Even if Robokoneko proves not to be aviable project, the CBM and similarly designed




computers would have vaue independent of their usein building artificia brains. Aswith al computer
technology today, the CBM is aready out of date despite the fact it’s not yet a month old; Xilinx has
already unvelled their latest FPGA chip which contains amillion logic gates— more than 10 times the
number of gates on the chipsin the CBM.

In addition to the architecture of the CBM, the modules that have so far been produced by the
CBM have proven to be successful in accomplishing sophisticated functions. The CBM could be used to
efficiently design more conventional neural networks for applications to be implemented in more
conventiona devices. Evenif designing the architecture of 32,000 interconnected modules proves to be
impossible, the CBM has demonstrated a marked improvement in the development of smaller-scale
networks. SIIC encoding, too, provides a significant tool whose possibilities have not yet even been

considered.

Thisproject has successfully integrated awide variety of related areas of study demonstrating not
only thevalueof aninterdisciplinary gpproachinbrain building, but d so serving asan example of how other
problems might betackled. Cdlular automata, for example, are surely fascinating but they have not been
taken very serioudly because their practical applications are not immediately clear. Similarly, the
applications of neurd networks have been limited by scae, and the applications of genetic dgorithms by
gpeed. The CAM-Brain Project hasfinally brought together thesethree somewheat rel ated fiel dsand shown
how they can complement each other. Pedagogically, the project has alot to offer the cognitive science

community.




Fndly, the Brain Builder Group shows merit in that they are currently not far off their projected
timeline. If they continueto progress at the current rate, it is conceivable they will reach their stated goa
of producing Robokoneko by 2001. Certainly, the amount of work yet to be doneisintimidating, but the

Group’ s past success allows one to be optimistic.

3.3. DRAWBACKS

The gpproach of “evolutionary programming” or “evolutionary engineering” such asimplemented by the
researchersat ATR, has arather large drawback — one that has been brought up many timesand is
acknowledged by the Brain Building Group themsdlves. Although thefina product performs as desired,
evenitscreators have no ideahowit doeswhat it does. The structure and dynamics of the system remain
alargely unandyzable“black box”. Speaking of the successful evolution of aHubel-Wiesd Line Motion
Detector, de Garis et a. (ms(a): 17) state:

“Of course, we have no idea how the circuit doeswhat it does. Thisis the great strength of
‘evolutionary engineering’ . Evolved circuits can achieve performance levels beyond what
human engineers can achieve with traditional top-down design techniques, i.e. attain superior
engineering performance levels, but the priceisthat one loses scientific understanding, due
to the overwhelming structural and dynamical complexity of these CoDi circuits. Thus
‘evolutionary engineering’ can provide superior engineering, but inferior science. It is a
trade-off. In practice, once EEs can generate tens of thousands, even millions of modules,
only afew die-hard andysts will want to know how an individual module functions. For the
most part, noone [sic] will care how a particular module amongst millions actually doesits
thing.”

Indeed, this statement harkens back to one of the Brain Builder Group’ s stated fundamental

assumptions (de Garis. 1994: 2):

“...hyper complex systems (such asbiological brains or embryos) will probably have to be
built using an evolutionary approach rather than using human design.”




Thus, it seems (at least according to Hugo de Garis) Cognitive Science is doomed to have little
understanding of thefundamental processesthat underlie cognition despite being ableto produceit. | fed
this claim is too strong.

It may betruethat theaverage personwill not carehowartificia brainsdowhat they do (how many
peopletruly care how their TV works?) but de Garis overlooksanimportant fact. If brainbuilding proves
successful, it will be possible to use the CBM asatool for studying precisely the phenomenait exhibits.
A great ded of science begins*“inthe middie’ with the ability to reproduce a phenomenon without being
ableto completely understandit. Casein point: the development of GAshas (in retrospect) provided some
insights into real-world evolution (Levy, 1992: 215-230).

Theadvantageisthat withthe CBM, weknow the entire structure of each module downto minute
detail and it would be theoreticaly possble to record every activation and every signal produced as the
brain functions. Although eyebdling that datawould hardly be plausible, it isnot difficult to imagine that

“adie-hard analyst” could come up with aingenious method of analyzing it computationally.

Another possible drawback to the Group’ s approach regards behavior. It seems that there will
bealot of functiona overlap between themodules— “playingwith abal” involves“walk forward” which
inturninvolves“liftleft foredleg” whichinturnentalls®bend knee’. Intuitively, thisseemslikeaninefficient
design; our immediateingtinct isto limit redundancy and to reduce complex behavior into sub-tasks that
are then interrelated and ordered.

To now (perhaps perversely) come to the Group’ s defense, this approach may not be asinvdid
asit seems. Recent developmentd research (Thelan, 1995) suggeststhat the learning of motor control is

highly task-dependent and what islearnedin onetask doesnotimmediately transfer to another. Theoretical




issues aside, what isevidentisthat Robokoneko can perform well, even if only inasmplified smulation;

it may be that the final robot will behave as desired despite an aesthetically displeasing design.

Clearly, thereis ill an immense amount of work yet to be done before Robokoneko is fully
redized. One mgor issue that has not been adequately addressed in the work presented so far isthe
interconnectivity of thebrain modulesthemselves. Hugo de Garisand the group fedl that the devel opment
of asingle module of 13,824 cells and 1000 neuronsis far beyond human capabilities, yet continue to
maintain that the modules themselves — up to 32,000 of them — will be put together according to a
human-designed architecture. Not only isthisatask of severad magnitudes greater than designing asingle
module, it also seemsto contradict their basic premise of relying on evolution. To befair, until now the
Group’ sprimary concern hasbeen smply producing single modules and now withthat task accomplished,
they are only now turning to assembly issues. It is, however, odd that no one seemsto have considered
how it might be possible to apply the same evolutionary principles to the next level of the project.

It istruethat the group will not be attempting to assemble afull 32,000 module brainimmediately;
they will begin with much smaller structuresin the tens and hundreds. Perhaps what they learn in those
attemptswill leadtoingghtsthat will facilitatethehercul eantask of designingacompletebrain architecture.

One possibility might also eliminate another drawback to the Brain Builders approach;
implementing learning onsomelevd. deGariset d (mg(a): 18) have dready speculated on the possibility
of learning in the CoDi 1-Bit modd viareverberating interna sgnas. In addition, there seemsto be no
immediatdly apparent reason why modules could not be configured to interact directly with the CMB to

direct thefurther evolution/ re-evolution of modulesin real-time based on interactions between the robot




and itsenvironment. Thedynamic nature of the CBM’ sFPGA chipsleave open relmsof possbilitiesnot

even imagined, let aone explored.

Although these issues are serious ones, the inventiveness of the Brain Builder Group has dready
proven more than adequate against other just as serious obstacles in the past. Considering what has
aready been accomplished, oneisinclined to alow them the benefit of the doubt at least aslong asthey

seem to be advancing towards their goal.

4. CONCLUSION

This paper presented an overview of amonumental undertaking— the building / growing / evolving of a
fully functioning artificia brain intended to control ared-world robot inred-time. Althoughtheprojectis
not yet complete, theteam of researchersin ATR’ sBrain Building Group have achieved severd significant
stepstowardstheir goa of producing aplayful, robotic kitten by 2001. Those successesinclude: creating
the CAM-Brain Machine, acomputer capableof evolving CA Neural Network modulesin about asecond;
developing aunary encoding method that optimizes processing speed; evolving neura network modules
capable of performing sophisticated functions; and evolving neura network modulesfor red-time motion
control of a simulated robot.

What remains to be accomplished isto complete evolving the required tens and hundreds more
behaviord, sensory, and decision-making modulesrequired, todesign the module-leve brain architecture
that will connect them, and to build the physical robot. This may prove to be the most difficult task, but
evenif brain building using this gpproach is not successful, the project has paved the way for agreat ded

more exploration in any number of possible directions.
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